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Problem Definition

Generated Image Open DatasetSynthetic Chest X-ray Image

Type: synthetic
Diagnosis: normal

Type: real (non-synthetic)
Diagnosis: normal



1.1. Problem Definition

GAN

• Generative adversarial networks

• DCGAN (Deep Convolutional GAN)1

Diffusion

• Probabilistic generative models

• DDPM (Denoising Diffusion Probabilistic Models)2

Problem Definition

Open DatasetSynthetic Chest X-ray Image Generated Image



Problem Definition

Generated ImageSynthetic Chest X-ray Image Open Dataset

Information CIFAKE OpenForensics

# of images 60,000 real / 60,000 fake 115,325 (multi-face)*

Generation method Stable diffusion GAN

Pair-wise Y N

Multi-object N Y

* 16,027 real faces and 173,660 forged faces in 115,325 annotated images

Table 1. Information about the datasets used for fake image detection experiments.

a. CIFAKE: Real and AI-Generated Synthetic Images3

b. OpenForensics: Multi-Face Forgery Detection and Segmentation In-The-Wild4



Problem Definition

Generated ImageSynthetic Chest X-ray Image Open Dataset

a. CIFAKE: Real and AI-Generated Synthetic Images3

b. OpenForensics: Multi-Face Forgery Detection and Segmentation In-The-Wild4

CIFAKE OpenForensics



Methods

Fake Image Detection Pipeline

Fig 1. Overview of the fake image detection pipeline.
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Methods

Fake Image Detection Pipeline
• Feature extraction

I. Basic statistical values

• Mean, standard deviation, median, skewness, kurtosis

II. Image texture pattern

• LBP (Local Binary Patterns), Haralick texture & GLCM (Gray-Level Co-Occurrence Matrix)

III. Image pixels distribution

• Image histogram, HSV color space

IV. Image edge / boundary

• Canny edge



Methods

Feature Information
• Basic statistical values

• Mean

• Standard deviation

• Median

• Skewness

• Kurtosis



Methods

Feature Information
• LBP (Local Binary Pattern)5

• The LBP methodology has led to significant progress in texture analysis

• Has been very successful in computer vision problems such as face analysis and motion analysis



Methods

Feature Information
• Image Histogram6

• Displays image characteristics with image pixel values on the x-axis and frequency on the y-axis

• A graph showing the distribution of the number of bright and dark pixels



Methods

Feature Information
• GLCM (Gray-Level Co-Occurrence Matrix)7,8

• In statistical texture analysis, texture features are computed from the statistical distribution of 
observed combinations of intensities at specified positions relative to each other in the image

• The GLCM method is a way of extracting the second order statistical texture features



Methods

Feature Information
• GLCM (Gray-Level Co-Occurrence Matrix)7,8

• GLCM-based features



Methods

Feature Information
• HSV Color Space9

• Hue

• Saturation

• Value

• Canny Edge detection10

• Gaussian filtering

• Gradient calculation

• Non-maximum suppression

• Hysteresis edge tracking



Results

Fake Image Detection Performance
a. CIFAKE

• 5-folds average / (Train + valid) 80% and test 20%

Metrics Ours ResNet-50

Accuracy 0.900 0.779

Sensitivity (recall) 0.902 0.788

Specificity 0.897 0.795

AUROC 0.965 0.871

Training time 1269s 1201s

GPU memory allocation 285MB 1991MB

Table 2. Comparison of our method and ResNet-50 on AI-generated image detection with CIFAKE dataset.



Table 3. Comparison of our method and ResNet-50 on forged face detection with OpenForensics dataset.

Results

Fake Image Detection Performance
b. OpenForensics

• 5-folds average / (Train + valid) 80% and test 20%

Metrics Ours ResNet-50

Accuracy 0.668 0.559

Sensitivity (recall) 0.658 0.534

Specificity 0.673 0.584

AUROC 0.729 0.580

Training time 694s 803s

GPU memory allocation 319MB 1971MB



Results

Model Explainability
• Average feature importance by category

• Basic statistics (RGB) / LBP / GLCM (Haralick) / Histogram / Canny edge / HSV

CIFAKE OpenForensics



Results

Ablation Study
• Average performance by number of features

• CIFAKE / 5-folds average

Metrics Accuracy Sensitivity Specificity AUROC

(1) LBP 0.696 0.676 0.718 0.765

(2) LBP+HSV 0.818 0.821 0.819 0.904

(3) LBP+HSV+RGB 0.838 0.845 0.833 0.921

(4) LBP+HSV+RGB+HAR 0.844 0.845 0.844 0.924

(5) LBP+HSV+RGB+HAR+HIS 0.898 0.903 0.900 0.967

(6) LBP+HSV+RGB+HAR+HIS+CAN 0.900 0.902 0.897 0.965

Table 4. Average performance by number of features on CIFAKE.



Results

Ablation Study

Fig 2. Visualization of average performance by number of features on CIFAKE.



Conclusion
• Developed an accurate but memory-efficient fake image detection pipeline

• Proved the superiority of our method over ResNet-50 via 5-fold validation on various datasets

• Quantitatively verified the efficiency of our pipeline in terms of time and memory consumption

• Analyzed feature importance for enhanced model explainability

• Proved the robustness of our method in detecting fake images created using generative AI models

• Observed the effectiveness of each feature in improving the performance of fake image detection
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4. Conclusion

Appendix

Synthetic CXR Generated Image

Performance Metrics DCGAN DDPM

ResNet-50

Accuracy 0.909 0.993 0.880

Sensitivity (recall) 0.889 0.987 0.852

Specificity 0.928 1.000 0.906

AUROC 0.970 0.998 0.953

Ours

Accuracy 0.994 1.000 0.964

Sensitivity (recall) 0.998 1.000 0.972

Specificity 0.992 1.000 0.953

AUROC 0.995 1.000 0.970

Table A1. Comparison of our method and ResNet-50 on Synthetic CXR dataset and DCGAN-/DDPM-generated images.



Appendix

Feature Analysis
• Average performance when only using features from a single category

• CIFAKE / 5-folds average

Performance
Metrics

Types of Features

RGB Features Grayscale Features

RGB Histogram HSV LBP Haralick Canny

Accuracy 0.742 0.728 0.760 0.696 0.838 0.688

Sensitivity 0.754 0.717 0.760 0.676 0.840 0.660

Specificity 0.728 0.736 0.759 0.718 0.838 0.715

AUROC 0.744 0.808 0.845 0.765 0.920 0.753

Table A2. Average performance of individual feature types.




